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Tier-1 Operations CASTOR – 22 June 2009

1. Service Name

CASTOR

1.1 Summary of last week: 

· Monitoring performance during STEP09 (All)

· Dealing with ATLAS tape migration backlog (Shaun, Matt)

· installing c2probe (Cheney, Tim)

· Investigating LHCb rootd problem (Shaun, Chris)

· SRM development (Shaun)

· LSF reconfiguration (Chris)

· Starting 2.1.7-27 certification (Chris)

· Finished SLS Stats – now published at sls.cern.ch (Cheney)

· R89 preparations (Cheney, Tim, Matt)

· Upgrade preparations (Matt)

1.2 Developments- prioritized

· R89 preparation and move (All)

· 2.1.7-27 Certification (Chris)

· SRM development (Shaun)

· Verifying wiring diagram for database racks is up-to-date (Cheney)

· Setting up Preproduction (Matt)

Ongoing

· Decommissioning gdss314/315 (Matt)

· Test 2.1.8-8 on tape drives (Tim)

· Prepare certification platform for stress testing (crosstalk investigations suspended) (Chris/Matt)
· adding virtual disk servers to preproduction (Matt)

1.3 Operations Issues during STEP09
· ATLAS tape migration slowed to a trickle, causing large backlog.  Due to a blip in stager-db connectivity.  

· ATLAS SRM frontend was unintentionally shutdown.   
· Some LHCb jobs are failing, we suspect due to no free LSF rootd slots. 

1.4 Blocking issues none
1.5 Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB

· downtime 25/6/09:0600 - 6/6/09:1200 followed by at risk until 10/6/09 (R89 move)
· at risk 13/7/09:0800-1200 (Oracle BigID  hotfix) 

· downtime 14/7/09:0800-1700 followed by at risk until 15/7/09:1700 (LSF reconfig and 2.1.7-27 upgrade)
1.6 Advance planning:
· SRM2.8 upgrade

· Start using B&W lists

1.7 Staffing:

Castor on Call person (is also Castor on Day Duty): Shaun (Mon-Wed), Chris (Thurs-Sun)
