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Tier-1 Operations CASTOR – 1 June 2009

1. Service Name

CASTOR

1.1 Summary of last week: 

· VO monitoring on castormon – Atlas (Brian)

· Deployed 5 disk servers to Atlas to address low space problem (Chris)

· SRM development (Shaun)

· Database cleaning (Shaun)

· Deployed BigID “session suicide” cleaning up script (Shaun/Rich)

· LSF reconfiguration.  Now working on certification (Chris)

· Investigated low-level ATLAS failures – some attributed to dark files (Brian)
· Fixing LSF problems after network interruption (Shaun, Matt)

· SLS Stats (Cheney)

· Providing cover for new robot build (Cheney)

1.2 Developments- prioritized

· Monitoring performance during STEP09 (All)

· Packaging changes for LSF reconfiguration (Chris)

· Rolling out new, simpler grid-certificate configuration on disk servers (Shaun)

· SRM development (Shaun)

· VO monitoring on castormon –missing tape graphs and possibly Gen (Brian)

· Providing cover during new robot build (Cheney)

· SLS Stats (Cheney)

· Verifying wiring diagram for database racks is up-to-date (Cheney)

· R89 preparations (Matt)

· Decommissioning gdss314/315 (Matt)

Ongoing

· Test 2.1.8-8 on tape drives (Tim)

· Prepare certification platform for stress testing (crosstalk investigations suspended) (Chris/Matt)

1.3 Operations Issues

· Problems after latest networking interruption, caused by LSF.  Needed to reboot a number of disk servers and restart daemons.  Unscheduled downtime of 2 hours to fix

1.4 Blocking issues

· none

1.5 Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB

· R89 move downtime: 25/6/09@0600 - 6/6/09@1200 followed by at risk until 10/6/09

1.6 Advance planning:
· LSF reconfiguration

· Start using B&W lists

· 2.1.7-27 upgrade (includes Crosstalk and BigIDs fix)

1.7 Staffing:

Castor on Day Duty person: Matt

Castor on Call person (is also backup CoDD): Chris, Shaun

