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Tier-1 Operations CASTOR – 11 May 2009
1. Service Name

CASTOR
1.1 Summary of last week: 
· Deploying optimized ATLAS tape families (Tim/Brian)

· Rolling out monitoring for other VOs (Brian)

· Fixing CMS permissions problems resulting from CE upgrade (Shaun)

· BigID cleaning up script (Shaun/DB team)

· SRM 2.8 development (Shaun)
· R89 migration planning (Tim/Matt)

· Assisting database team testing migration to new hardware (Cheney)
· Investigating SCSI errors on database machine (Cheney)

· Virtualizing tape servers, now <34 (Cheney)

· Deploying virtual disk servers on new hardware. <12 seem stable (Cheney)
· Pre data-taking operational planning (Matt)

· Planning for virtualizing ‘peripheral’ production services (Matt/Cheney)

· Reviewing disk intervention procedure, and determining list of D*T* service classes (Matt)

· Debugging LHCb file open slowness (Shaun/Matt)
1.2 Developments- prioritized

· Preparing for DB upgrade (All)

· Preparing scripts for testing service connectivity after networking intervention (Brian)

· Investigating low level ATLAS failures (Shaun)
· BigID cleaning up script + deployment? (Shaun/DB team)

· Test 2.1.8-8 on tape drives (Tim)

· Rolling out monitoring for other VOs (Brian)

· R89 migration planning (All)

Ongoing

· Prepare certification platform for stress testing (crosstalk investigations suspended) (Chris/Matt)

· Review deployment of Atlas non-prod diskservers and look at problems affecting a number of these (Chris)

· Investigate strange filesystem entries in dskcopy table for ATLAS (Matt)
· Disaster recovery planning (Matt)
1.3 Operations Issues

· CE upgrade affected permissions on CMS
· Slow file open times reported by LHCb.  LSF setup being tweaked to see if it improves things
· Expired certificates stopped GridFTP from working

1.4 Blocking issues

· Database team need to complete their work on Vulcan and re-create a database for pre-production before work can continue deploying new virtual disk servers and stress testing 2.1.8.

1.5 Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB

· Downtime for database hardware upgrade 18 and 19 May 09

· R89 migration downtime  25/6/09 - 6/7/09; at risk from 7/7/09 – 10/7/09

1.6 Advance planning:
· LSF reconfiguration and all instance upgrade to 2.1.7-26

· Start using B&W lists

1.7 Staffing:

Castor on Day Duty person: Matt 

Castor on Call person (is also backup CoDD): Shaun until Thursday, Matt from Friday to Sunday
Absence: Chris for 1 week
