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Tier-1 Operations CASTOR – 20 April 2009
1. Service Name

CASTOR
1.1 Summary of last (two) weeks: 
· Setting up new LSF configuration on certification (Chris)

· Certifying 2.1.8 (Chris)

· Rolled back name server to 2.1.7-16 to test against VDQM2 (Chris)

· Rolling out OpenIMPI using Puppet (Chris)

· Assisting database team testing migration to new hardware (Cheney)

· Fixed problem of logs filling up on puppet servers (Cheney)

· CMS go faster stripes (Tim)

· Planning production strategy prior to data taking (Matt)
1.2 Developments- prioritized

· Prepare for VDQM2 upgrade by repeating upgrade on Certification (Matt, Shaun)

· SRM 2.8 development (Shaun)

· Assessing suitability of CERN’s tape monitoring software for RAL (Tim)

· Obtain CMS’ input for deploying go faster strips (Tim)
· Nagios work (Cheney)

· Deploying virtual disk servers on new hardware (Cheney)

Ongoing

· Prepare certification platform for stress testing (crosstalk investigations suspended) (Chris/Matt)
· Databases are now being backed up but continuing nfs problems need to be fixed (Cheney)

· Post mortem of during Gen upgrade (Chris)

· Review deployment of Atlas non-prod diskservers and look at problems affecting a number of these (Chris)

· Investigate load issue when running draining tool (Brian)

· Investigate the elusive request time outs (Shaun)

· Investigate strange filesystem entries in dskcopy table for ATLAS (Matt)

· Set up VO monitoring using James Jackson’s software (Brian)

1.3 Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
· At risk for upgrade to VDQM2 on 28/4/09
· At risk for quarterly Oracle patching on 29/4/09

1.4 Staffing:
Castor on Day Duty person: Matt 
Castor on Call person (is also backup CoDD): Shaun
Chris, Brian out all week.  Jens out Monday
1.5 Advance planning:
· Database needs to be upgraded to new hardware.  
· LSF reconfiguration and all instance upgrade to 2.1.7-26
1.6 Blocking issues

· Database team need to complete their work on Vulcan and re-create a database for pre-production before work can continue deploying new virtual disk servers and stress testing 2.1.8.

