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Tier-1 Operations CASTOR – 30 Mar 2009
1. Service Name

CASTOR
1.1 Summary of last week: 
· Restarting CASTOR after power outage and monitoring and fixing resulting complications afterwards (All)

· Certification testing (VDQM2, B&W lists) (Chris)

· Preparing certification for NS and LSF upgrades (Chris)

· Installed new licenses on LSF production cluster (Chris)

· Wrote puppet manifest for rolling out OpenIPMI (Guy)
· Investigating load issue when running draining tool (Brian)
· Testing of new EMC disk array functionality for database (Cheney)

· Built host for virtualized disk servers (Cheney)

· SRM development (Shaun)

· Debugging low level ATLAS failures(Shaun)
· Fixed problem on GEN instance (not reported by any users and SAM tests carried on). (Shaun)

· Looked into problems associated with LHCb use of LHCb_USER space token with cern.  Now with LHCb for analysis and may need redistribution of resources. (Shaun)

· Helped with analysis of BigIds with CERN (Shaun)
· Investigate diskServer_qry strangeness on ATLAS (Matt)
1.2 Developments- prioritized

· Test VDQM2, new LSF configuration and B&W lists on certification instance (Chris) 

· Deploying and configuring new virtual disk servers for stress testing (Cheney, Matt)

· Monitor 2.1.8 performance on tape server and update all tape servers if appropriate (Tim)

· Implement new Nagios tests (Cheney)

· Investigate the elusive request time outs (Shaun)

· Analysing low level CMS database problems (Shaun)
· Investigate load issue when running draining tool (Brian)

· Investigate strange filesystem entries in dskcopy table for ATLAS (Matt)

Ongoing

· Prepare certification platform for stress testing (crosstalk investigations temporarily suspended) (Chris/Matt)
· SRM 2.8 development (Shaun)

· Databases are now being backed up but continuing nfs problems need to be fixed (Cheney)

· Post mortem of during Gen upgrade (Chris)

· Review deployment of Atlas non-prod diskservers and look at problems affecting a number of these (Chris)

· Set up VO monitoring using James Jackson’s software (Brian)

1.3 Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
· At risk on all instances for 15 April for OpenIPMI to be installed on central servers 
1.4 Staffing:
Castor on Day Duty person: Brian (Mon, Tues), Tim (Wed), Matt (Thurs, Fri)

Castor on Call person: Chris; 

Matt away at CERN Monday - Wednesday
1.5 Advance planning:
· Database needs to be upgraded to new hardware.  
· Tape servers can be upgraded to 2.1.8 (no GOCDB entry needed)

· Nameserver needs to be upgraded before data taking

