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Tier-1 Operations CASTOR – 12 Jan 2009
1. Service Name

CASTOR
1.1 Summary of last week: 
· Additional storage for Oracle prepared before atlas resume testing on 14 Jan 

· Completed configuration of VO monitoring box (Guy)

· Various config changes: 

· Removed unreachable Atlas diskservers from LSF configuration 

· Added HONE to SRM and documented the entire process of adding a VO.  Still needs to be added to Wiki (Matt V)

· SRM instances upgraded to 2.7

· CIP upgraded to 1.1.3.  Some issues resulting from upgrade affecting Taiwan, investigations ongoing. (Jens)
· LSF log rotation and cleaning implemented (Chris)

· JobManager stalling problem investigated by running strace, results as yet inconclusive. (Shaun) 
1.2 Summary of plans for week ahead:

Developments- prioritized

· JobManager stalling problems being investigated (Shaun)

· Prepare for load testing on preprod platforms for cross-talk testing; get tape working (Bonny)

· Set up VO monitoring using James Jackson’s software (awaiting input from JJ) (Brian)

· Various config changes

· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed for cms, lhcb, gen

· close xSpare queues (and create queues where needed) rather than hosts (Chris)

· move 3 servers in cmsTest to cmsNonProd, after re-install (Bonny)

· Test policies for atlas tape families (Bonny/Matt V, after 12 Jan)

· Review deployment of Atlas non-prod diskservers and look at problems affecting a number of these.s
· Add tape family for Atlas (Tim)
· Database SAN being installed (Cheney).
· Version 2.1.7-24 being tested on Certification testbed (Chris)

· Testing new functionality to allow tweaking of job slots per protocol - this will help to optimize pools using both WAN and LAN transfers (Chris)

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
· 19 Jan 2009 – At risk period for repointing SAM tests for ATLAS
Staffing:
Castor oncall person: Chris
Bonny leaving 26-Jan
1.3 Advance planning:
· At risk period while Oracle patches are applied to Castor Databases on morning of 3 Feb 09 
· Castor Upgrade to 2.1.7-24
· SRM Upgrade to 2.7-14






