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Tier-1 Operations CASTOR – 15 Jan 2009
1. Service Name

CASTOR
1.1 Summary of holiday period: 
Chris Kruk attended to castor, managing 3 callouts and performing routine checks.  There were a number of problems with diskservers on the gen instance and a crash of the atlas stager.  Chris will provide further info in a verbal report.
1.2 Summary of plans for week ahead:

Developments- prioritized

· Test additional memory to be added to atlas LSF master host (Cheney)

· Prepare additional storage for Oracle before atlas resume testing on 11 Jan

· Continue development of database for tracking diskservers (Guy)

· Continue work with atlas to remove files from castor which are dark data (Brian)

· Prepare for load testing on preprod platforms for cross-talk testing; get tape working (Bonny)

· Re-install castor302 repack diskserver (Guy)

· Install OS for VO monitoring box (Guy)

· Set up VO monitoring using James Jackson’s software (waiting input from Jackson) (Brian)

· Various config changes: 

· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed for cms, lhcb, gen

· close xSpare queues (and create queues where needed) rather than hosts (Chris)

· set up dteamTest srm storage token on gen srm (Shaun/Jens)

· set up test cms storage tokens to test new custodial plan (Shaun/Jens)

· move 3 servers in cmsTest to cmsNonProd, after re-install (Bonny)

· After 12 Jan:

· Add new HONE VO and document how to add VO (Bonny/Matt V)

· Test policies for atlas tape families (Bonny/Matt V, after 12 Jan)

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	Tape system
	4 drives will be removed from production castor for testing of new robot
	27 Dec 08 ?
	27 Dec 08 ?
	Reduced tape bandwidth

	Atlas stager
	Database hotfix for load issues; restart services to move Oracle connections to correct nodes; switch atlas to SRM 2.7
	6 Jan 09 10:00
	6 Jan 09 12:00
	Downtime, followed by 3 hours at-risk

	Cms SRM
	Switch to SRM 2.7
	7 Jan 09 11:00
	7 Jan 09 12:00
	At-risk


Staffing:
Castor oncall person: Shaun de Witt
1.3 Advance planning:
CIP changes scheduled for 13 Jan 09, unless priority is raised, in which case will be done on 6 Jan 09.

Advanced Warning of Requirements and Blocking issues:

Identified critical issue with updates affecting puppet.  Diskservers and puppet hosts must be updated together.  Increasingly will also require that puppet hosts and castor central servers are updated together.






