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Tier-1 Operations CASTOR – 15 Dec. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 
· Upgraded atlas instance to 2.1.7-19 & LSF 7.0.2 and moved database back to RAC
· SRMs for 2.7 available for testing by VOs
· Castor302 upgraded to 2.1.7-19 for use by repack

· Order for new SAN hardware submitted to purchasing

· Tune SRMs to handle atlas load: increased db threads, set machine hyperthreading

· Fix diskserver deployments for Viglen06 

· Reviewed and corrected diskservers in NonProd which did not get upgraded to 2.1.7-19

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Gen instance getting errors – due to bad install of gdss156/154
	11 Dec 20:30
	?
	
	Alice, minos, ilc, mice

	
	Gen instance lost LSF config
	11 Dec
	11 Dec
	
	

	
	Atlas SAM failures due to load, with failures in srm database, srm nodes, disk filling on stager /var and scheduler /lsf
	Repeatedly from 9 Dec
	
	Critical
	atlas

	
	
	
	
	
	

	
	
	
	
	
	


1.2 Summary of plans for week ahead:

Developments- prioritized

· Consider means of extending disk available on atlas stager and lsf hosts for logging – possibly by breaking mirror of system disk and use second disk for more capacity.  (Tim)

· Upgrade new SRMs to 2.7-12 (Shaun)

· Possibly upgrade hardware for new atlas SRMs (Shaun)

· Development of database for tracking diskservers – to replace spreadsheet (Guy)

· Various config changes: 

· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed for cms, lhcb, gen
· close xSpare queues (and create queues where needed) rather than hosts (Chris)

· set up dteamTest srm storage token on gen srm (Shaun/Jens)

· set up test cms storage tokens to test new custodial plan (Shaun/Jens)

· move 3 servers in cmsTest to cmsNonProd, after re-install (Bonny)

· Continue work with atlas to remove files from castor which are dark data (Brian)

· Begin load testing on preprod platforms for cross-talk testing; get tape working (Bonny)

· Set up VO monitoring using James Jackson’s software (Brian)

· Test policies for atlas tape families (Bonny)

· Set up test service classes for cms custodial families plan (Bonny)

· Get host cert for castor302 (Guy)

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	lhcb
	Switch endpoint for srm-lhcb to new SRMs (2.7-12)
	16-Dec-08  TBD
	16-Dec-08 TBD
	At-risk


Staffing:
Castor oncall person this week is: Bonny
Chris Kruk out until 17 Dec.

22 Dec – 5 Jan: Shaun out

23 Dec – 5 Jan: Jens and Bonny out

24 Dec – 5 Jan: all castor team out, except Chris Kruk, Guy Weatherburn
1.3 Advance planning:
CIP changes scheduled for 13 Jan 09, unless priority is raised, in which case will be done on 6 Jan 09.

Advanced Warning of Requirements and Blocking issues:

Guy will deploy OS for VO monitoring box so Brian can proceed.
At some time before 22 Dec (TBD) Tim will move 4 tape drives out of castor to be used for installation and testing of new robot.






