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Tier-1 Operations CASTOR – 8 Dec. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 
· Upgraded gen and lhcb instances to 2.1.7-19

· Moved minos diskserver into shared genTape disk pool
· ILC have tested and run ok via srm, but have user id problem with rfio

· SRMs for 2.7 available for testing by VOs
· Installed special big ID test on preprod castor
· Running weekly report of all Oracle errors in castor and SRMs

· Quotes received for new SAN hardware

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	
	
	
	
	


1.2 Summary of plans for week ahead:

Developments- prioritized

· Upgrade atlas to 2.1.7-19 + LSF 7.02 and move back onto Oracle RAC
· Complete order for new SAN hardware (Tim)

· Upgrade castor302 diskserver which is used for repack

· Various config changes: 

· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed for cms, lhcb, gen
· close xSpare queues (and create queues where needed) rather than hosts (Chris)

· set up dteamTest srm storage token on gen srm (Shaun)

· move 3 servers in cmsTest to cmsNonProd (Bonny)

· Complete recovery/deletion of files unable to recall from tape (Brian)

· Work with atlas to remove files from castor which are dark data (Brian)

· Begin load testing on preprod platforms for cross-talk testing; get tape working (Bonny)

· Set up VO monitoring using James Jackson’s software (Brian)

· Test policies for atlas tape families (Bonny)

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	Atlas
	Upgrade to 2.1.7-19 + LSF 7.02 and move back to RAC
	09-Dec-08 
06:30
	09-Dec-08 15:30
	Down


Staffing:
Castor oncall person this week is: Bonny
Chris Kruk out until 17 Dec.
1.3 Advance planning:
Advanced Warning of Requirements and Blocking issues:

· Will need additional diskservers to support repack when migrating from T10K to T10Kb tapes.  Tim waiting until more info on tape media purchase before requesting diskservers.  Expect 2-4 servers needed.






