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Tier-1 Operations CASTOR – 24 Nov. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 
· Upgraded CMS to 2.1.7-19
· Moved atlas to standalone Oracle

· Deployed rootd for lhcb

· Implement crontab monitor for tape config files being removed

· SRMs for 2.7-? built for atlas, cms, and gen (TBC by Guy)

· Investigate problems with big id occurring on atlas instance

· Remove dteamTest from lhcb instance to decommission gdss43

· Configured dteamTest on gen instance with gdss51; available with rfio

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	CIP lost atlas SAs
	18-11-08?
	19-11-08
	Average
	atlas

	
	Tape robot manager host failed
	19-11-08
	19-11-08
	Critical
	all

	
	Recurrence of big ID problem in castor request handler
	21-11-08
	24-11-08
	Severe
	atlas


1.2 Summary of plans for week ahead:

Developments- prioritized

· Upgrade lhcb and gen instance to 2.1.7-19 + LSF 7.02

· Get quotes for new SAN hardware; plan purchasing for add’l castor servers (Tim)

· Various config changes: 

· Change minosTape to use shared pool genTape 
· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed for cms, lhcb, gen
· close xSpare queues (and create queues where needed) rather than hosts (Chris)

· set up dteamTest srm storage token on gen srm (Shaun)

· Continue recovery of files from atlas Disabled tapes (Tim/Brian)

· Test srm 2.7-10 on certification (Shaun/Chris)

· Install new prod srm for 2.7-? with Puppet management of config files – lhcb (Guy)

· Begin load testing on preprod platforms for cross-talk testing; get tape working (Bonny)

· Set up VO monitoring using James Jackson’s software (Brian)

· Test policies for atlas tape families, if time allows (Bonny)

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	LHCb
	Upgrade to 2.1.7-19 + LSF 7.02
	11-25-08 
06:30
	11-25-08 15:30
	Down

	Gen
	Upgrade to 2.1.7-19 + LSF 7.02
	11-18-08 06:30
	11-18-08 15:30
	Down



Staffing:
Castor oncall person this week is: Shaun de Witt
Bonny out Wed, 26 Nov – Fri, 5 Dec
1.3 Advance planning:
Advanced Warning of Requirements and Blocking issues:

· Will need additional diskservers to support repack when migrating from T10K to T10Kb tapes.  Tim will analyze number needed (probably 2-4) and put in helpdesk request in the next week.






