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Tier-1 Operations CASTOR – 10 Nov. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 
· Cleared old subrequests which gave significant improvement in atlas db performance

· Began review of all atlas database related problems since Aug
· Began preparation of standalone Oracle for atlas stager for diagnosis of ongoing errors

· Completed development of LSF RPMs for deployment of LSF 7.0.2

· Completed testing of srm 2.7-8 on certification 
· Completed upgrade of all tape servers to 2.1.7

· Recovered one atlas tape in Disabled status

· Began installation of DLF databases

· Planned change to combined diskpool for all small users on gen instance using disk0tape1

1.2 Developments- prioritized
· Get quotes for new SAN hardware; plan purchasing for add’l castor servers (Tim)

· Monitor for problem with very large id being inserted in database (Shaun)

· Set up standalone Oracle database for atlas stager as diagnostic tool (Cheney/DBteam)

· Create Puppet template for LSF for each VO (Guy/Chris)
· Plan castor client upgrade (Bonny/Martin)

· Plan 2.1.7-19 + LSF 7.0.2 upgrades (Bonny/Chris)

· Add srm configuration for ILC and MICE on gen instance; check gridmap files (Shaun/Chris)
· Various config changes: 

· Create shared disk pool for genTape and change minosTape to use shared pool (Bonny)

· Create ilcTape and miceTape service classes and nameserver paths (Bonny)

· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed
· close xSpare queues (and create queues where needed) rather than hosts (Chris)
· Continue recovery of files from atlas Disabled tapes (Tim/Brian)

· Test srm 2.7-9 on certification (Shaun/Chris)

· Plan new production srms for 2.x.x, including new databases (Shaun)

· Install new prod srms for 2.7-9 with Puppet management of config files (Guy)

· Plan production deployment of rootd for lhcb (Jens/Bonny)

· Test policies for atlas tape families (Bonny)
· Begin load testing on preprod platforms for cross-talk testing; get tape working (Bonny)

· Report where to move atlas diskservers from nonProd (Brian)

· Set up VO monitoring using James Jackson’s software (Brian)
· Develop plan for networked LSF shared files (Chris/Guy)
· Monitor for buildup on subrequests in status 0 (Bonny)

Operational Issues and Incidents

	Not in Use (need number scheme?)
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1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	All 
	CASTOR Info Provider changes
	11-11-08 
	11-11-08 
	At risk

	
	
	
	
	


Advanced Warning of Requirements and Blocking issues:
· Will need additional diskservers to support repack when migrating from T10K to T10Kb tapes.  Tim will analyze number needed (probably 2-4) and put in helpdesk request in the next week.
· Will need duplicate srm schemas for each instance for running prod srm 2.x.x in parallel in with srm 1.x.x (on same RAC nodes as existing srm schemas).
Advance planning:
· Castor upgrade to 2.1.7-19 together with LSF 7.0.2 ready to deploy week of 17 Nov.

Staffing:
Castor oncall person this week is: Bonny Strong






