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Tier-1 Operations CASTOR – 3 Nov. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 
· Begin hardware acquisition to improve Oracle SAN
· Added 2 servers to atlas frontend cluster

· Resolved problems with preprod platform

· Upgraded puppet client  to 0.24.4 on all diskservers
· Completed certification of 2.1.7-19 with LSF 7.0.2

· Developed automated repack

· Installed srm with 2.x.x for certification testing

· Upgraded 8 tape servers to 2.1.7

· Complete audit and cleanup of lhcb lost files

· Identified hardware for VO monitoring and began review of software

· Developed policies for atlas tape families

1.2 Developments- prioritized
· Cleanup old subrequests in atlas database; review cause of these (Bonny)

· Get quotes for new SAN hardware; plan purchasing for add’l castor servers (Tim)

· Plan new production srms for 2.x.x, including new databases (Shaun)

· Install new prod srms for 2.x.x (Guy)

· Create new method of LSF deployment with templates and RPMs (Chris)

· Plan castor client upgrade (Bonny/Martin)

· Plan 2.1.7-19 + LSF 7.0.2 upgrades (Bonny/Chris)

· Begin load testing on preprod platforms for cross-talk testing; get tape working (Bonny)
· Investigate CMS rfio “address in use” errors (Shaun)

· Add stager/srm configuration for MICE on gen instance (Bonny/Shaun)
· Various config changes: 

· create xNonProd service classes

· rm atlasFarmOut

· close xSpare queues rather than hosts

· Test policies for atlas tape families (Bonny)

· Test srm 2.x.x on certification testbed (Shaun/Chris)

· Continue upgrade of tape servers to 2.1.7; review issues with puppet (Guy/Tim)
· Continue testing repack; resolve tape problems (Tim)
· Resume testing of rootd on preprod platform (Jens)
· Work on cleanup of castor test files and directories for atlas (Brian - completed)
· Report where to move atlas diskservers from nonProd (Brian)

· Review software for VO monitoring for James Jackson (Brian)
· Develop plan for networked LSF shared files

· Monitor for problem with very large id being inserted in database (Shaun)
Operational Issues and Incidents
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1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	Atlas stager
	Clear old subrequests in stager database
	4-11-08 10:00
	4-11-08 14:00
	At risk

	
	
	
	
	


Advanced Warning of Requirements and Blocking issues:
Will need duplicate srm schemas for each instance for running prod srm 2.x.x in parallel in with srm 1.x.x (on same RAC nodes as existing srm schemas).
Advance planning:
· Upgrade to CIP on Tues, 11 Nov.

· Castor upgrade to 2.1.7-19 together with LSF 7.0.2 ready to deploy week of 17 Nov.

Staff
Castor oncall person this week is Shaun de Witt.






