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Tier-1 Operations CASTOR – 27 Oct. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Review database hardware issues and plans

· Working on problems with preprod platform

· Testing puppet client 0.24.4
· Shutdown srmv1

· Configure srmv2 for minos 

· Re-install  repack server on gen stager 

· Testing 2.1.7-19-2 on certification testbed
· Investigating issue with rtstat permissions with tape servers on 2.1.7
· Further investigation into xrootd security issues for alice 
· Complete testing new version of puppet 

· Work on auditing of lhcb lost files

· Update hardware spreadsheet

1.2 Developments

· Begin hardware acquisition to improve Oracle SAN

· Get preprod instances working

· Investigations into possible cross-talk in Oracle and pursue with Oracle if appropriate (Bonny/Chris)
· Monitor for problem with very large id being inserted in database (Shaun)

· Test LSF 7.0.2 on certification testbed (Chris)

· Test srm 2.7.x on certification testbed (Shaun/Chris)

· Complete installation of 64-bit srms (Guy)

· Continue upgrade of tape servers to 2.1.7 (Guy/Tim)
· Test repack; plan to improve efficiency
· Update hardware spreadsheet (Tim and others)

· Continue auditing and cleanup of lhcb lost files (Bonny)

· Set up policies for atlas tape families (Bonny)
· Continue testing of rootd on preprod platform (Jens)
· Work on cleanup of castor test files and directories for atlas (Brian)
· Report where to move atlas diskservers from nonProd (Brian)

· Review hardware and software for VO monitoring of castor
Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Heavy load on atlas FEs led to failed transfers; compounded by network changes to attempt to remove one FE
	18-10-08 
	21-10-08
	SEVERE
	Atlas down

	
	CMS files not migrating and no alarms.
	15/10/08
	21/10/08
	AVERAGE
	CMS

	
	
	
	
	
	


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	SRM
	Add 2 more atlas srm front-ends to cluster
	
	
	At risk

	Diskservers
	Upgrade puppet client on diskservers to 0.24.4 (to be reviewed Mon am)
	28 Oct 
	28 Oct 13
	At risk


Development priorities:

Key work in progress areas:
· Additional FEs for atlas

· Order new hardware for Oracle SAN
· Investigate possible crosstalk in Oracle
· Puppet upgrade
· Test  LSF 7.0.2, srm 2.7.x on certification 
· Deployment of diskservers 

· Get repack running again

· Complete audit and cleanup of lhcb lost files
Advanced Warning of Requirements and Blocking issues:
· Where are gdss66-68?

· Status of gdss153?

· Can we use some spare diskservers for testing crosstalk?

· May need additional diskservers for repack

Advance planning:
· Need to plan castor client upgrade to get away from old versions (next week)







