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Tier-1 Operations CASTOR – 13 Oct. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Continuing set up to investigate/test possible database cross talk 
· Investigation into database hardware failure and plan to improve resilience

· Investigation and solution of occasional scheduling slowdown

· Investigation of puppet clients dying
· Disable lhcb on srmv1

· Castor hardware purchase review

· Additional cleanup from lost lhcb files

· Remove lhcb test files

1.2 Developments

· Investigations into possible cross-talk in Oracle and pursue with Oracle if appropriate (Bonny/Chris)
· Test 2.1.7-19-2 on certification testbed (Chris)
· Test LSF patch affecting licenses,  deemed urgent by J Churchill (Chris)

· Test LSF 7.0.2 on certification testbed (Chris)

· Move CIP from preprod server to lcgadm1 host and small CIP bug fix for LCG compliance (Jens)
· Configure srmv2 for minos (Shaun)
· Shutdown srmv1 systems after ops tests disabled (Shaun)
· Test srm 2.7.3 on certification testbed (Shaun/Chris)
· Upgrade tape servers to 2.1.7 (Guy/Tim)
· Get repack server re-installed on gen stager (Tim/Bonny)

· Set up policies for atlas tape families (Bonny)

· Install DLF  (Bonny)
· Plan castor client upgrade (Bonny)

· Ongoing testing of rootd on preprod platform (Jens)
· Test new version of puppet to prevent puppet clients dying (Guy)
· Complete install of atlasNonProd diskservers (Guy)
· Change nagios alert for “LSF unavailable hosts” to exclude server in NonProd classes (Cheney)

· Continue development of diskserver deployment plan

· Review hardware and software for VO monitoring of castor

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Database lost connection to RAID array
	2/10/08
	3/10/08
	Databases down, including nameserver
	all

	
	CMS stager slow
	6/10/08
	6/10/08
	Required DB stats recomputed
	CMS

	
	Emergency intervention to reset and review database RAID array
	7/10/08 12:30
	7/10/08 16:00
	
	all


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	Database
	Apply Oracle patches and add memory & CPU to database servers
	14 Oct 07:30
	15 Oct 13:00
	Down

	CIP
	Move to different host , minor bug fix, add minos config
	15 Oct 13:00
	15 Oct 17:00
	At risk

	SRMv1
	Stop ops tests and shutdown service
	?
	none
	Down - forever


Development priorities:

Key work in progress areas:
· Test LSF patch

· Investigate database hardware failure

· Investigate possible crosstalk in Oracle
· Test new puppet version
· Deployment of diskservers 
· Get repack running again

· Complete policies for atlas tape families

· Test 2.1.7-19, LSF 7.0.2, srm 2.7.3 on certification 
· Plan client upgrade

· Install DLF

Advanced Warning of Requirements and Blocking issues:
· Cheney reviewing use of SLC3 for non-LHC servers as part of kickstart cleanup

· Need to plan castor client upgrade to get away from old versions

· Problems with failure in communications for diskserver deployment/interventions need resolved
· Getting too many false nagios alerts while diskservers are being deployed

· Problem with database for certification system
Advance planning:
· Retirement of srm-v1 servers now scheduled for ? (Shaun ?)






