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Tier-1 Operations CASTOR – 29 Sept. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Found files inappropriately deleted for lhcb due to error in stager synchronization on diskservers
· Possible cross-talk between lhcb and atlas stagers in Oracle RAC
· Xrootd ready for alice to test
· Four of ATLAS disk servers deploys; another 60 being put into nonProd
· Began work to set up atlas tape families

1.2 Developments

· Investigations into possible cross-talk in Oracle and pursue with Oracle if appropriate
· Investigate issue with scheduling slowdown seen on atlas

· Install DLF  
· Test 2.1.7-17 on certification testbed
· Puppet master change 

· Continue work for policies to support atlas tape families
· Upgrade tape servers to 2.1.7 (Tim/Chris)

· Move repack server to share with gen stager; prepare host as cold stager standby

· Begin testing of rootd on preprod platform

· Complete install of 60 diskservers into atlas; prepare for new cms diskservers

· Develop and document diskserver deployment plan; resolve issues with spreadsheet not correct

· Review hardware for VO monitoring of castor

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Scheduling slowdown in atlas – resolved itself
	24 Sept. - ?
	24 Sept. - 12:00

	Reduced service
	ATLAS

	
	
	
	
	
	

	
	
	
	
	
	


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	Puppet 
	Replace puppet master
	30/9 10:00
	30/9 12:00
	AT RISK

	Database
	Apply Oracle patches?
	
	
	


Development priorities:

Key work in progress areas:
· Investigate problems leading to files deleted for lhcb

· Investigate scheduling slowdown

· Puppet upgrade

· Tape families for ATLAS 

· Deployment of diskservers for atlas and cms

· Test 2.1.7-17-2
· Install DLF

Advanced Warning of Requirements and Blocking issues:
Advance planning:
· Retirement of srm-v1 servers now scheduled for 5 Oct. to allow LHCb LSF migration.
· Diskserver status sheet possibly not correct ; needs resolved
· Need hardware for VO monitoring boxes






