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Tier-1 Operations CASTOR – 15 Sept. 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Database problems on LHCb and ATLAS
· Recovered by restarting datbases

· Xrootd for ALICE now seems to work.
· Unsure why since we made no change – maybe something in the way we were testing?

· Long term support may still be an issue

· Four of ATLAS non-prod disk servers now available for deployment today.

· The rest sometime during this week

· Additional RAC nodes now deployed on NEPTUNE and PLUTO.

· Reason for files being inappropriately staged to atlasFarm possibly understood.

· More testing needed to confirm.

· Xen cluster rebuilt

1.2 Developments

· Test 64 bit SRM   (Shaun)
· Prepare additional RAC nodes from hosts freed by recent migration (DBAs)
· Install DLF when new RAC nodes are ready (Shaun)
· Test plans for atlas conditions data (Shaun, lower priority)
· Work on additional puppet hosts for redundancy, test, and development; also web report of puppet hosts (Guy?)
· ATLAS tape families defined.  Now need to set up appropriate paths and tape pools.

· Upgrade tape servers to 2.1.7 (Tim/Chris)

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Problems with ATLAS and LSF databases
	17 Sept. 16:00
	17 Sept.
11:00
	Major
	ATLAS/LHCb

	
	
	
	
	
	

	
	
	
	
	
	


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	CIP
	Deployment of new CIP
	23/9 09:00
	23/9 10:00
	AT RISK

	Database
	Movement of databases in RAC
	23/9 09:00
	23/9 10:00
	AT RISK


Development priorities:

Key work in progress areas:
· Tape families for ATLAS – preferably before collisions start

· Assignment of ATLAS disk servers currently in ATLAS non-prod

· Install and test 2.1.7-17-2
Advanced Warning of Requirements and Blocking issues:
Advance planning:
· Retirement of srm-v1 servers now scheduled for 5 Oct. to allow LHCb LSF migration.






