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Tier-1 Operations CASTOR -  8 Aug 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Determine problem with castor-gridftp in 2.1.7-14 and work on solution
· Testing of 2.1.7-15 on certification testbed

· Continue investigations into xrootd problems

· Tape server migrations to 64-bit continued

1.2 Developments

· Migration of cms, gen, and nameserver to Oracle RAC
· Upgrade to 2.1.7-15 on all instances, with kernel upgrades

· Xrootd investigations on hold for a week
· Work on additional puppet hosts for redundancy, test, and development; also web report of puppet hosts
· Continue migration of tape servers to 64-bit (2 servers remaining)
· Start building 64-bit SRMs

· Prepare puppet for deployment to atlasSpare
Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Atlas transfer failures due to overload in castor
	8 Aug 01:30
	8 Aug 16:00
	Failing SAM tests
	Atlas

	
	
	
	
	
	


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	Nameserver, cms stager, cms srm, gen stager, gen srm
	Migration to Oracle RAC
	11 Aug 07:30
	11 Aug 15:30
	Down (all users)

	CMS instance
	Upgrade to 2.1.7-15 
	12Aug 7:30
	12Aug 15:30
	Down

	Gen instance
	Upgrade to 2.1.7-15
	11 Aug 7:30
	11 Aug 15:30
	Down

	Atlas instance
	Upgrade to 2.1.7-15
	13 Aug 7:30
	13 Aug 15:30
	Down

	LHCb instance
	Upgrade to 2.1.7-5
	14 Aug 7:30
	14Aug 15:30
	Down


Development priorities:

Key work in progress areas:

· RAC migration
· Upgrade to 2.1.7-15
Advanced Warning of Requirements and Blocking issues:

· Additional test diskservers would help testing of xrootd and atlas conditions data plan (from 18 Aug)
Advance planning:
Week of  18 Aug: 
CIP (castor information provider) upgrade; 

DLF DB installs; 
repack upgrade to 2.1.7 (with DB); 
tape server upgrade to 2.1.7;




test vdqm2 on certification testbed;
test atlas conditions data replication on preprod;




continue xrootd investigations







