[image: image1.png]UK Computing for Particle Physics



[image: image2.png]e-Science




Tier-1 Operations CAS TOR -  18 July 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Completed testing of 2.1.7-10
· Tested developers fix for Cupv mult-domain problem

· Diskservers for cms and atlas put into puppet

· Gridmap file updates every 4 hours on these

· All hardware/OS for RAC systems complete

· Continue upgrade of tape servers to 64-bit; 5 old 32-bit tape servers decommissioned
· Investigated problems with lhcb disk2disk copy
1.2 Developments

· Testing of 2.1.7-11 as soon as available – expected at end of week
· Move lhcb diskservers into puppet

· Work on resolving xrootd problems for alice
· Reinstitute preprod system for testing means of replicating atlas conditions data.

· Could we use any Tier1 diskservers?

· Work on diskserver deployment workflows
· Use decommissioned tapeservers to build 64-bit SRMs
· Work on changes/additions to nagios tests
· Work on additional puppet hosts for redundancy, test, and development; also web report of puppet hosts

· Atlas dcache migration; expect completion by 31 Aug

· Atlas plan for service classes for new diskervers

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Lhcb pending jobs rising rapidly
	16 July 10:20
	16 July 12:30
	Stopped lhcb instance; SAM failure
	lhcb

	
	Atlas stager database slowdown
	15 July 16:20
	16 July 14:20
	All atlas response very slow; SAM failure
	atlas


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entriesin/planned to go to GOCDB

	Component
	Description
	Start
	End
	Type

	Lhcb diskservers
	Install puppet
	Tue 10:00
	Tue 16:00
	At-risk

	Cms and lhcb instances
	Upgrade to 2.1.7
	22 Jul & 23 Jul
	
	Canceled for this week


No other planned changes in production
Development priorities:

Key work in progress areas:

· Test 2.1.7-11 as soon as available

· Get xrootd working

· Puppet for lhcb servers

· 64-bit SRM install
· Preprod system

Advanced Warning of Requirements and Blocking issues:

· Potential problems with delay of  castor 2.1.7-11 release; may not be able to complete upgrade by 11 Aug if any further delays of critical staff shortage due to holidays
· Will need to upgrade to new Cupv before upgrading stagers to 2.1.7 and will need to modify all Cupv entries to use FQDN.  Need to review this with CERN and plan for it.

· Need additional (old?) diskservers for testing atlas conditions data configuration.

Planned schedule through August:

28 Jul-1 Aug
Test 2.1.7-11

29 Jul 

Migrate atlas stager, atlas srm, lhcb stager, lhcb srm onto Neptune RAC

4 Aug 

Cms instance, 2.1.7-11

5 Aug  

Gen instance, 2.1.7-11

6 Aug  

Atlas instance, 2.1.7-11

7 Aug 

Lhcb instance, 2.1.7-11

8 Aug+
Castor client on batch farm and UIs, 2.1.7-11

11 Aug  
Migrate nameserver, cms stager, cms SRM, gen stager, gen SRM onto Pluto RAC;

install cms and gen DLF

11 Aug  
Bring up atlas and lhcb DLF services on Neptune RAC; brief stager downtime







