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Tier-1 Operations CAS TOR -  11 July 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Atlas migrated to SRMv2 and SRMv1 disabled.

· Testbed & testsuite verified against 2.1.6-12

· Testbed upgraded to 2.1.7-10 and testing begun;

· issues found with new security in multi-domain environment.

· Began migration of atlas dcache-tape into castor.

· Oracle RAC “Neptune” installed with 2 nodes.

· Upgrade of 4 tape servers to 64-bit, mostly complete.
1.2 Developments

· Testing of 2.1.7-10 and resolution of possible issue with stager_qry –s.

· Continued work on Oracle RAC
· Work on resolving xrootd problems for alice
· Reinstitute preprod system for testing means of replicating atlas conditions data.

· Work on diskserver deployment: workflows and use of puppet

· Tapeserver builds with 64-bit SLC4

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Stuck recalls
	Intermittent
	
	Blocked some work
	Lhcb mostly, but also others


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entriesin/planned to go to GOCDB

	Component
	Description
	Start
	End
	Type

	All castor diskservers
	Install puppet
	Tue 10:00
	Tue 16:00
	At-risk


No other planned changes in production
Development priorities:

Key work in progress areas:

· Test 2.1.7-10 and resolve any issues
· Oracle RAC installation and testing
Advanced Warning of Requirements and Blocking issues:

· Need sysadmin support for database work on RAC

· Potential problems with castor 2.1.7 release with “stager_qry –s”






