Summary of status and weekly forward look
Date: 5 July 2008
Tier 1 Team: CASTOR 
Summary of week gone: (i.e. were plan achieved)

Completed deployment of minosTape service on gen instance with 1 diskserver dedicated to minos, and genTape service on gen instance with 2 diskservers for shared usage.

Summary of plans for week ahead:

· Scheduled down times:

Planned downtime for upgrade to 2.1.7-10 will be cancelled since this release was delayed and includes new developments which we have not yet been able to test.

· Key operational issues:

There are issues with the process of diskserver deployment, use of the spreadsheet, and turning on nagios alerts at the appropriate times.  We need to clarify these procedures for everyone in the group.

We also have issues with disabling nagios alerts for downtime.  Procedures for doing this are not clear for all operational personnel who need to use them

· Development priorities:

Top priority is getting certification testbed running and testing release 2.1.7-10

Also high priority is preparation for conversion to Oracle RAC.

After that , we want to continue progress on diskserver deployment with puppet, and to get tapeservers upgraded to SLC4-64 and 2.1.6.

· Any blocking issues:

Hardware moves to prepare for UPS for database hosts may be impacting Oracle RAC progress.

Guy has encountered problems with SLC repositories including castor software, which he says is preventing progress on his deployment work.  The issues and solutions need clarified.
